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Synchronous Derivation
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Feature type 1: Word Alignment Feature type 3. Correspondence

G5, EN ,di) oA A L)
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Feature type 2: Monolingual Parser
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Estimating ¢
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» Set £ to maximize the log-likelihood of the correct parses & alignments

o« Z(EN,) normalizes Po to sum to 1

Z(EN,EPY) eXp {<97 ¢(A7 Aa =l EN7EHY)>}
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Z(EN, %) = Z exp {(0, o(A, A, JEN ) |
AR

Individual ; ; . 2_ have polynomial-time dynamic programming algorithms
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Correspondence features tie pieces together

Computing Z (en, ") exactly is intractable
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Approximating Z (EN,+%) : Mean Field
Berkeley

» Exploit tractability in individual models: ; ; D

» Factored approximation: po (A, A, [ENT) ~ q(M)q(M)g(5x)

Set ¢ tominimize KL ( q(M&)qg(A)q(i2), po (A, A, |ENF) )

Algorithm
1) Initialize q(M) q(A) q(-) separately

2) lterate:
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We can approximate / ( EN,Dj) In polynomial time, but . . .

But computers are fast, right?

* Medium-length sentences are 50 words long

« Small translation data sets are 250,000 sentences
» ~4 quadrillion operations (See [BBK10, HBDK09] for speedup details)
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Better Translations with Bilingual Adaptation
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Cur- civil investi-
cause plane crash DE reason yet not clear, local aero- bureau will toward open )

rently nautics gations

Reference
At this point the cause of the(plane coll@is still unclear. The local caa will launch

an investigation into this .

Baseline (GIZA++)
The cause of planes is still not clear yet, local civil aviation department will

Investigate this .

Bilingual Adaptation Model
The cause of plane collision remained unclear, local civil aviation departments will

launch an investigation .
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