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Unsupervised Domain Adaptation

Running with Scissors

Title: Horriblebook,horrible.

Thisbookwashorrible. I readhalf,

sufferingfroma headachethe entire

time,and eventuallyi lit it on fire. 1

less copy in the world. Don'twaste

your money. I wish i had the time

spentreadingthisbookback. It wasted

mylife

.

.

.

.

.

.

AvanteDeepFryer; Black

Title: liddoesnotworkwell...

I lovethe waytheTefaldeepfryer

cooks,however,I am returningmy

secondone due to a defectivelid

closure. The lid maycloseinitially,

but after a few uses it no longer

staysclosed. I wonôtbe buyingthis

oneagain.

Source Target
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Target-Specific Features

Running with Scissors

Title: Horriblebook,horrible.

Thisbookwashorrible. I readhalf,

sufferingfroma headachethe entire

time,and eventuallyi lit it on fire. 1

less copy in the world. Don'twaste

your money. I wish i had the time

spentreadingthisbookback. It wasted

mylife

.
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AvanteDeepFryer; Black

Title: liddoesnotworkwell...

I lovethe waytheTefaldeepfryer

cooks,however,I amreturningmy

secondonedueto a defectivelid

closure. The lid maycloseinitially,

but after a few uses it no longer

staysclosed. I wonôtbe buyingthis

oneagain.
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Source Target



Learning Shared Representations

fascinating

boring

read half

couldnôt put it down

defective

sturdy

leaking

like a charm

fantastic

highly recommended

waste of money

horrible

Source Target



Shared Representations: A Quick Review

Blitzer et al. (2006, 2007).  Shared CCA.

Tasks:  Part of speech tagging, sentiment.

Xueet al. (2008). Probabilistic LSA

Task:  Cross-lingual document classification.

Guoet al. (2009).  Latent DirichletAllocation

Task:  Named entity recognition

Huang et al. (2009).  Hidden Markov Models 

Task: Part of Speech Tagging



What do you mean, theory?
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Statistical Learning Theory:
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Statistical Learning Theory:



What do you mean, theory?

Classical Learning Theory:



What do you mean, theory?

Adaptation  Learning  Theory:



Goals for Domain Adaptation Theory

1. A computable (source) sample bound on target error

2. A formal description of empirical phenomena

Å Why do shared representations algorithms work?

3. Suggestions for future research



Talk Outline

1. Target Generalization Bounds using Discrepancy Distance

[BBCKPW 2009]

[Mansouret al. 2009]

2. Coupled Subspace Learning

[BFK 2010]



Formalizing Domain Adaptation

Source labeled data

Source distribution Target distribution

Target unlabeled data



Formalizing Domain Adaptation

Source labeled data

Source distribution Target distribution

Semi-supervised adaptation

Target unlabeled data

Some target labels



Formalizing Domain Adaptation

Source labeled data

Source distribution Target distribution

Semi-supervised adaptation

Target unlabeled data

Not in this talk



A Generalization Bound



A new adaptation bound

Bound from [MMR09] 



Discrepancy Distance

When good source models go bad



Binary Hypothesis Error Regions
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Binary Hypothesis Error Regions



Discrepancy Distance

lowlow high

When good source models go bad



Computing Discrepancy Distance

Learn pairs of hypotheses to discriminate sourcefrom target



Computing Discrepancy Distance

Learn pairs of hypotheses to discriminate sourcefrom target



Computing Discrepancy Distance

Learn pairs of hypotheses to discriminate sourcefrom target



Hypothesis Classes & Representations

Linear Hypothesis Class:

Induced classes from projections 
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A Proxy for the Best Model

Linear Hypothesis Class:

Induced classes from projections 
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Problems with the Proxy 
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Goals

1. A computable bound

2. Description of shared representations

3. Suggestions for future research



Talk Outline

1. Target Generalization Bounds using Discrepancy Distance

[BBCKPW 2009]

[Mansouret al. 2009]

2. Coupled Subspace Learning

[BFK 2010]



Assumption: Single Linear Predictor

target-specificcanõt be estimated from 

source alone. . . yet

source-specific target-specificshared



Visualizing Single Linear Predictor
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Dimensionality Reduction Assumption



Visualizing Dimensionality Reduction
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Representation Soundness
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